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EXECUTIVE SUMMARY

With the advent of digital communications, the rapid spread of political disinformation—the purposeful use of misleading or manipulative information to subvert political discourse and confuse, divide, or otherwise negatively influence publics—has become a vexing challenge for societies worldwide. While political actors have used rumor, incitement, and falsehood as tools since time immemorial, modern technologies allow them to produce and disseminate disinformation at a scale never before seen. The effect has been to blanket the wider information space in confusion and cynicism, fracture democratic societies, and distort public discussion.

Initial assessments of the problem focused on how technological advancements in connectivity have enhanced the reach, speed, and magnitude of disinformation. As a result, the first wave of responses to the challenge was therefore based on the supply of disinformation, and often emphasized fact-checking, debunking, and counter-narratives.

This report focuses on demand for disinformation. While some consumers are exposed to and perhaps influenced by disinformation incidentally, others repeatedly seek out and believe sources of disinformation while rejecting other information sources. Why?

As concerns about computational propaganda and disinformation have rocketed to the top of public agendas, this important question has received greater attention from researchers, policymakers, and civil society. The answer is tied in part to the psychology of news consumption and opinion formation. The lion’s share of research has focused on the United States and Europe, but demand-side factors drive the spread and consumption of disinformation around the world. Understanding these factors is crucial for informing effective responses—especially as near future technologies may hold the potential to make these forms of information manipulation even more effective.

Just because the effectiveness of disinformation may be tied to innate aspects of human psychology does not mean that democratic societies are powerless to respond. Rather, civil society, journalists, and other stakeholders invested in the freedom and openness of the global information space should develop innovative adaptations to the contemporary, disinformation-rich information landscape by bearing in mind key insights from the “demand” side of this challenge:

- **Passive and Active Demand for Disinformation.** Demand for disinformation can be broadly split into two categories of psychological drivers: passive, or those requiring no conscious reasoning process on the part of
the individual, and active, or those guided by an individual's efforts to reach conclusions through cognitive processes. Across geographic contexts, deeply polarized societies with low trust in the media appear more susceptible to these drivers.

- **Disinformation as a Global Phenomenon.** Young and vulnerable democracies deserve greater sustained attention and research on these topics. Much of the research on disinformation from the fields of psychology and communications has focused on the impact in developed democracies. Disinformation is straining societies from Australia to Zimbabwe. More work is needed that accounts for this global context.

- **Accounting for Psychology in Fact-Checking Initiatives.** Fact-checkers face challenges in confronting demand for disinformation: news consumers who are invested in a particular political narrative may be more likely to reject corrective information and rationalize their preexisting beliefs. Continuing research aims to understand this challenge and help fact-checkers better communicate with difficult-to-persuade audiences.

- **Mistrust vs. Media Literacy.** Efforts to improve media literacy are similarly challenged, as news consumers who are heavily invested in false political narratives are often quite knowledgeable about (and skeptical toward) independent media. That said, media literacy programs are not all equal: the most effective take into account the demand-side drivers of disinformation.

- **The Impact of Emerging Technologies on the Disinformation Crisis.** Emerging technologies, including synthetic media, virtual and augmented reality, and biometric-powered mass surveillance have the potential to worsen the disinformation crisis in a number of ways. However, it is not only the sophistication of these technologies that poses the greatest challenge, but the interaction with the demand-side drivers discussed here.

Although democratic societies may have underestimated the complexity that demand-side drivers pose, it is important not to panic. This challenge can be met, but doing so will require more research on behavioral change as it relates to digital disinformation, and more work illuminating why people spread novel forms of disinformation. Undoubtedly, the “supply” side of disinformation continues to warrant both empirical research and investigative journalism. Curbing the worst effects of disinformation will also require a better understanding of demand.
INTRODUCTION

Digital disinformation, until recently a marginal field of study, has quickly become a discipline of major concern for researchers and decision makers in academia, the intelligence community, the military, politics, the private sector, and beyond. State-sponsored spin campaigns, the political use of false news reports, and targeted advertising have coalesced into coordinated online and offline projects aimed at manipulating public opinion. These machinations—referred to as computational propaganda, information operations, or influence operations, among many other names—have histories that can be traced through many of the major political and public events of the last decade. Their use spans government type and geographic location, with researchers reporting in late 2019 that there is now clear evidence of such campaigns in more than 70 countries around the world.¹

The organized deployment of disinformation tactics on the internet burst into the public consciousness in 2016, with now widely recognized campaigns unfolding in Brazil, the Philippines, South Korea, Syria, Turkey, the United States, the United Kingdom, and elsewhere. Three years later, digital manipulation tools and practices are essentially ubiquitous. Disinformation has become a deeply troubling but deeply ingrained part of the fabric of modern communication.

The global focus on digital disinformation—particularly the exploitation of incendiary rumors, algorithms, automation, and big data to manipulate individuals online—continues to crescendo. Revelations of recent online disinformation campaigns during elections, natural disasters, and security crises in countries from Australia to Zimbabwe have forced policymakers, journalists, software engineers, and citizens alike to pay serious attention to the maleficent potential of social media and other emerging technologies.

Beyond elections, disinformation has fueled ethnic violence, terrorist attacks, and genocide. Powerful political actors—candidates, corporations, militaries, partisan media, incumbent regimes, and special interest groups—as well as collectives of digitally savvy citizens have made effective use of similar tactics to artificially and covertly amplify their messages while attacking their opponents.² Both democratically elected and authoritarian governments now engage in digital trolling of their own citizens.³ Entities ranging from the Canadian House of Commons to the human rights watchdog Freedom House have argued that the very foundations of democracy—including free elections, freedom of expression, and freedom of the press—are under threat.⁴

A primary intention behind computational propaganda and disinformation is to alter the targeted individuals’ perception. Recent studies have shown that strategies of sowing false information can also lead to changes in audiences’ behaviors.⁵ Such efforts do not exist in a vacuum: they influence and are influenced by the supply of and demand for
information. Given that technological advancements in connectivity have enhanced the reach, speed, volume, and arguably the persuasiveness of propaganda, much has been written about the supply side. This report focuses on demand.

The general demand for disinformation is tied to the psychology of information consumption and opinion formation. Especially relevant are the core issues and theories associated with cognitive bias, such as attitude polarization, confirmation bias, and illusory correlation.\(^6\) These concepts address the question of why users seek out and believe some sources of information, whether online or offline, while rejecting others. As concerns about digital propaganda and disinformation have rocketed to the top of public agendas, this important question has received renewed attention from researchers, policymakers, and civil society. The lion’s share of this scrutiny has centered on the United States and Europe, but the problem is a global one—demand-side factors drive the spread and consumption of disinformation around the world. Understanding these factors is crucial for developing informed and effective responses.

With this goal in mind, the present report is organized into four parts. Part I discusses the demand-side factors that drive consumption of disinformation and the changes in perception that can result. These factors are separated into “passive” and “active” biases and effects. Part II examines the influence of social, political, and cultural contexts upon this demand. It features two country examples, Mexico and North Macedonia, and describes the current literature on region-specific consumption of disinformation and current counter-disinformation activities. Part III addresses the psychological research concerning corrective measures, focusing in particular on fact-checking and media literacy, which are relevant to the country examples. Part IV briefly explores how near-term technological developments might interact with demand-side drivers of disinformation. The report concludes with recommendations for future research.
PART I: DRIVERS OF DEMAND FOR DISINFORMATION

When people interact with disinformation, several biases inform their desire to consume, share, and internalize its content, as well as their ability to evaluate its veracity. These biases are not categorically faulty: the consumption and evaluation of information is taxing, and human biases have emerged throughout our evolution to enhance decision making, the formation of social bonds, and group cohesion, among other outcomes. For instance, truth bias—the default assumption that information is credible—helps create social trust, enabling efficient communication and economic and societal cooperation. However, it also increases vulnerability to manipulation through disinformation, particularly when one is experiencing a high cognitive load (the number of thoughts that must be held in one’s short-term memory simultaneously) or time constraints, since active cognitive engagement is often required to identify and reject false or misleading information.

The psychological biases and heuristics involved in disinformation consumption and perception can be divided into two categories: “passive,” meaning ostensibly subconscious reactions, and “active,” meaning those that occur during conscious processing of information. While this distinction is not always precise, it enables us to think critically about the efficacy of various countermeasures, such as media literacy and the supply of corrective information through debunking or fact-checking.

Passive Drivers

SHARING DISINFORMATION

The consumption and spread of disinformation owes a great deal to “virality” and the desire of individuals to share emotionally provocative information. Media content, such as fake news articles and Twitter posts, are shared more often and more quickly if they arouse emotion. The type of emotional response provoked also affects virality. Information that evokes high-arousal emotions like fear, disgust, awe, and anger is shared more than information that stimulates low-arousal emotions like sadness. Indeed, individuals who share information online may be more motivated by the prospect of eliciting an emotional reaction in others than by the desire to share true information, further enhancing the spread of disinformation.

EVALUATION OF DISINFORMATION

There are several subconscious biases that can mislead an individual’s evaluation of disinformation and engender faulty assumptions of accuracy. For example, exposure to subconscious stimuli that an individual is not aware of, but that are still encoded as memories, can “prime” that individual, shaping perceptions and behavior. Such priming can interact with biases like racial prejudice, strengthening faulty assumptions based on limited and false information.
Priming can be used for persuasion when the stimulus aligns with a properly motivated individual’s goals. For instance, research has shown that individuals subliminally primed with a sad face were more enticed by advertisements for mood-enhancing music, but only when they expected to interact with another person and were therefore incentivized to improve their mood. Priming has been found to shape beliefs regarding political information.

**COGNITIVE DRIVERS OF CONSUMPTION, ACCEPTANCE, AND SHARING OF DISINFORMATION**

**PASSIVE DRIVERS**

**Belief Perseverance Effect:** Continued influence of initial conclusions (sometimes based on false, novel information) on decision-making and individual beliefs.

**Familiarity Effect:** Information which is repeated or delivered in a manner consistent with past experience (for example, in a frequently-heard accent) is often deemed more credible.

**Misinformation Effect:** False information suggested to individuals after the fact can influence their perception, especially as time passes and the memory weakens.

**Priming:** Shaping an individual’s perceptions and behavior through exposure to subconscious stimuli.

**Repeat Exposure:** Individuals may respond more positively to stimuli that they have seen frequently than to stimuli they have seen only a few times; persists even when exposure is subliminal and individuals are unaware that they have seen a stimulus.

**Truth Bias:** The default assumption that information is credible.

**Virality and Heightened Emotion:** Information which evokes fear, disgust, awe, anger, or anxiety may be much more likely to be spread by individuals over social media.

**ACTIVE DRIVERS**

**Bandwagon Effect:** The tendency of individuals to be more likely to adopt beliefs that they believe are common among others.

**Confirmation Bias:** Suggests that individuals seek out information that is in agreement with their preexisting beliefs.

**Consensus Bias:** The tendency to believe information that is perceived as consensus.

**Disconfirmation Bias:** Suggests that people actively reason against information which conflicts with preexisting beliefs.

**Directionally Motivated Reasoning:** The desire to reach a specific conclusion, and thus to lend more credibility to information favoring that conclusion.

**In-group favoritism:** The tendency to favor one’s “in-group” (e.g. race, gender, sexual orientation, religious preference, partisan affiliation, geographic location, etc.) over one’s out-group.

**Preference Falsification:** Occurs when individuals express preferences (e.g. favored politician or policy) in response to perceived societal pressures and do not communicate their true opinion.

**Prior Attitude Effect:** Suggests that people regard information that supports their beliefs (“pro-attitudinal information”) as more legitimate than counter-attitudinal information (sometimes called the prior attitude effect).
Repetition is another factor which can affect subconscious receptivity to disinformation. People respond more positively to stimuli that they have seen frequently than to stimuli that they have seen only a few times. This “mere-exposure effect” persists even when exposure is subliminal and people are unaware that they have seen a stimulus, and it endures across cultures, species, and stimulus types.

Interestingly, the more positively one views a stimulus, the more familiar the stimulus feels, even if one has never seen it before—leading to a related “good-is-familiar effect.” This effect has an important influence on credibility: for example, people often judge information to be more credible if it is spoken in a familiar accent as opposed to an unfamiliar accent. When pervasive disinformation is viewed repeatedly, it can become more familiar to audiences and thus more credible to them. Put another way, increased exposure to unbelievable news headlines can make these headlines seem more believable.

This relationship between the familiarity of disinformation and its credibility should be considered carefully by fact-checkers and those designing public information campaigns intended to correct false information. In environments where free and accurate media sources are more prominent than outlets of “fake news,” the effects of familiarity may favor accurate information over disinformation. The situation is a complex one, however, with recent research in the journal Science suggesting that news often spreads more quickly and widely when it is false.

BELIEF IN DISINFORMATION

The tendency to maintain belief in disinformation in spite of contrary information is attributed to a psychological phenomenon known as “belief perseverance.” Initial conclusions based on false but novel information can continue to influence decision making and belief even after they are proven to be unsubstantiated. Perhaps counterintuitively, asking people to think critically about these beliefs can strengthen them: belief perseverance has been found to be stronger and more resistant to correction when individuals are asked to explain how the false information could possibly be true.

A variation of this phenomenon is the “backfire effect”—the idea that belief perseverance can become stronger when new information challenges one’s deep-seated beliefs. In one example, when conservatives who believed that a tax cut enhances government revenue received evidence to the contrary, they were found to become more steadfast in their belief than conservatives with the same views who did not receive the corrective information.

It should be noted that the backfire effect is still subject to debate. Research into the effects of strong identity markers (like partisan affiliation) and critical thinking on receptivity to corrective information is ongoing; one hypothesis is that the average person’s perceptions of news and consumption patterns are due largely to “lazy information processing” as opposed to motivated reasoning, meaning the backfire effect may primarily manifest in a small portion of the population that scores highly on critical reasoning.
tests and has strong preexisting views. Other studies have found that partisanship and motivated reasoning can actually be a crucial factor in explaining the spread of “pipe-dream” fake news—or news that fulfills the wishes of the consumer.

Belief in disinformation can also result from altered memories of an original event. For example, witnesses to a car accident have been shown to reconstruct their memories based on subsequent misinformation: those told after the fact that two cars had “smashed” together claimed to remember the presence of broken glass at the scene, even though there was none. This “misinformation effect” has been found to intensify as the time between the event and the eyewitness's exposure to misinformation increases, presumably because the original memory weakens. The credibility of the individual providing the misinformation influences the magnitude of the effect as well. The effect has been demonstrated in people of all ages, with a wide range of eyewitness events, a variety of misinformation topics, and different methods of misinformation sharing (including face-to-face and written communication). It even occurs when the initial memories are of video recordings as opposed to personal experiences.

**SELECTIVE EXPOSURE, FILTER BUBBLES, AND ECHO CHAMBERS**

While the bulk of this paper focuses on cognitive drivers of demand for disinformation, technology also plays a role. In particular, social media platforms may encourage selective exposure, a process by which individuals are primarily exposed to information aligning with their prior beliefs and do not interact with information that challenges those beliefs. Selective exposure can facilitate the creation of informational echo chambers, self-selected information environments created by joining groups or following certain types of news. Algorithmic sorting carried out by social media platforms and other services can enhance this process, for example through their automated recommendations, creating ideological filter bubbles. Some believe that echo chambers and filter bubbles not only confirm individuals' existing beliefs, but can also exacerbate extremity of belief, and by extension, overall polarization. Because of the passive psychological drivers of disinformation, a more polarized public may in turn be more easily manipulated. Others assert that concerns about echo chambers are overblown because most people do not consume much political news and those who do consume large amounts of political news tend to access a wide variety of sources. In addition, it has been found that online news consumption is significantly less segregated than offline news consumption from face-to-face interactions. That said, as online communications shift from open platforms like Facebook and Twitter to closed-group messaging applications like WhatsApp and WeChat, selective exposure may become more prevalent.
Active Drivers

**CONSUMPTION OF DISINFORMATION**

When consciously deciding what information to interact with, a person is subject to a host of biases. Two types of motives driving information consumption are directional motivations (the desire to reach a specific conclusion) and accuracy motivations (the desire to reach the most accurate conclusion). While directionally motivated reasoning can be driven by many factors, two of the main factors with regard to political information, and thus disinformation, are partisanship and preexisting opinions.

Directionally motivated reasoning is implicated in several other effects, including “in-group favoritism,” which describes the favoring of one’s own group (for example, one’s race, gender, sexual orientation, religious preference, or geographic location) over others. Partisan bias—preference for one’s own political party—is another form of directionally motivated reasoning that can lead to different interpretations of “objective” reality, reinforcing differences between members of rival parties and exacerbating polarization.

The impact of partisan bias on consumption of disinformation is subject to debate, and some experts believe that lack of desire to engage in analytical reasoning, not partisan bias, is the primary reason individuals consume belief-affirming (or, “pro-attitudinal”) information. Others believe that individuals do often seek out confirmatory information (confirmation bias), actively reason against incongruent information (disconfirmation bias), and regard pro-attitudinal information as more legitimate than counter-attitudinal information. Collectively, these psychological processes lead to the strongest attitude polarization among those with the strongest prior beliefs and the most biased information-processing tactics.

**ENDORSEMENT OF DISINFORMATION**

Even if individuals believe a piece of disinformation to be false, they may endorse it as true. “Preference falsification” occurs when people obscure their true opinions, for example about a favored politician or policy, due to societal pressures. Preference falsification is often tied to the “bandwagon effect,” in which adherence to a belief or fad increases as more individuals adopt it.

This is in turn often associated with “consensus bias,” or the tendency to believe information which is perceived to be the wisdom of the crowd. Preference falsification, in conjunction with the bandwagon effect or consensus bias, can allow regimes and policies to remain in place with ostensible popular support, even if a majority of the populace privately does not support them. Eastern European dissidents under communist rule, for example, described themselves as “living a lie.”

**Open Questions about Demand-Side Drivers**

Biases play a role in information processing and can lead us to consume, share, and believe disinformation. Nevertheless, decision-making about what information to consume, share, and believe is complex, and understanding the role of biases, particularly...
in online social networks, requires further research. Current literature continues to
debate the extent to which biases impact opinion formation on social media, and the
extent to which opinions that are shaped online affect behavior offline. With this in
mind, we looked to examples from two different countries to assess known disinforma-
tion events from the perspective of psychology.

PART II: COUNTRY-BASED EXAMPLES

The two analyses below investigate how the psychological demand-side drivers of
disinformation factor into the broader information environments in Mexico and North
Macedonia, including efforts by civil society to counteract misinformation and disinforma-
tion. These examinations do not empirically measure demand-side drivers, but rather
aim to leverage current literature to suggest how certain drivers may have operated in
known cases.

Although disinformation is prevalent throughout the world, Mexico and North Macedo-
nia are both vulnerable democracies where trust in mainstream media and government
is low, but civil society activists and organizations are working to counteract false informa-
tion. They differ in several important ways regarding sources of false information and
the media through which it is transmitted. In Mexico, false information is predominately
created domestically and distributed through social media and messaging platforms,
in part due to high rates of internet penetration. In North Macedonia, a substantial
amount of false information comes from foreign sources (Russia in particular) and is
distributed through a variety of digital and non-digital media channels.

In the Mexico example, we discuss responses to both emergency-related misinforma-
tion and political disinformation by tracing the activities of Verificado 19S, a fact-checking
entity that arose out of necessity in the aftermath of the 2017 Puebla earthquake, and
Verificado 2018, a more complex fact-checking collaboration that evolved from Verifi-
cado 19S in order to monitor the 2018 Mexican general elections. In the North Macedo-
nia example, the focal event is the 2018 referendum on an agreement with Greece to
rename the country, which was rife with Russian disinformation.

Mexico

BACKGROUND

As of March 2019, Mexico had the tenth largest population of internet users in the
world. Of its estimated 88 million users, 82 million access the internet through smart-
phones. The three largest telecommunications companies offer unlimited data for
Facebook and WhatsApp; as a result, 99 percent of social media users in Mexico use
Facebook and 93 percent use WhatsApp. Roughly 24 percent of Mexican WhatsApp
users are on the application for six or more hours a day. Despite its limited use in the
country, Twitter is influential due to its popularity among politicians and journalists. All
in all, despite a level of internet penetration that is lower than the global median, Mexicans are extremely active users of social media.
Many Mexicans also distrust traditional media and the government. Some 80 percent of respondents in a 2017 survey said that they trusted newspapers a “little” or “not at all.” In 2018, 52 percent of Mexicans reportedly distrusted the media, and 72 percent distrusted government. These statistics are comparable to those from other countries in Latin America—61 percent of Argentinians, 57 percent of Colombians, and 57 percent of Brazilians distrust the media, while 41 percent of Argentinians, 24 percent of Colombians, and 18 percent of Brazilians express trust in government.

One contributor to this distrust is the economic model of the media in Mexico, which renders news outlets prone to state control. The majority of funding for newspapers, television stations, and radio stations comes from the government. During the first five years of his presidency, which began in 2012, Enrique Peña Nieto’s administration spent nearly $2 billion in federal funds on media advertising; at the state and local levels, members of all parties spend hundreds of millions more. Bribery is rampant and so normalized that some reporters are listed as government contractors. The press is also afflicted by violence: attacks against the press increased by 163 percent between 2010 and 2016, with an additional 11 murders occurring in 2017 alone. Many of these crimes include suspected involvement by public officials. One survey of 102 journalists found that 70 percent had been threatened or attacked due to their work, and 96 percent had colleagues who had been attacked.
Despite distrust in the media and government, trust in nongovernmental organizations (NGOs) is very high. At 71 percent, Mexico had the highest level of trust in NGOs among 28 countries surveyed by the 2018 Edelman Trust Barometer. This signals that civil society groups such as AJ+ Verifica have the opportunity to be instrumental in holding the government and media accountable through fact-checking and educating the public through media literacy.

It is against this backdrop that two nongovernmental campaigns worked to confront misinformation and disinformation and their demand-side drivers during two major events: the 2017 Puebla earthquake and the 2018 Mexican general elections. We focus on these two events because they illustrate two important facets of the psychology of disinformation and efforts to counteract it. First, the aftermath of the 2017 Puebla earthquake primarily featured nonpartisan misinformation (false information that is not deliberately misleading), while the 2018 Mexican elections were primarily dominated by partisan disinformation (deliberately false information). Second, the two events showcase the evolution of nonprofit efforts to counteract false information—Verificado 19S, the fact-checking response to the earthquake, was the precursor for Verificado 2018, the fact-checking collaboration during the elections.
2017 PUEBLA EARTHQUAKE
On 19 September 2017, Mexico was struck by a magnitude 7.1 earthquake that left 369 people dead, more than six thousand injured, and vast amounts of property damaged—particularly in Mexico City. The earthquake was immediately followed by a deluge of false information.

False rumors, which can be spread either accidentally or purposefully, are extremely common during crises such as earthquakes, as the chaotic conditions often produce “relative collective ignorance and ambiguity” as well as high levels of anxiety. There have been no studies specifically documenting the spread of computational propaganda—meaning all types of online political manipulation—and the effects of emotions like anxiety during the Puebla earthquake. However, an abundance of viral emotional images and stories on social media and messaging platforms appeared to heighten hysteria and increase the unintentional spread of false information. For example, the hashtag #FridaSofia trended on Twitter following reports that a twelve-year-old girl named Frida Sofia had been saved from the rubble of a school, but it was later shown that no such girl existed. In addition, it is possible that truth bias, compounded with collective eagerness to help, stymied rescue efforts and increased anxiety. According to journalist Sandra Barrón Ramírez, flawed reports of a collapsed building on Twitter led so many people to rush and help that they accidentally blocked emergency personnel. There were several other false reports and delayed reposts of emergency calls for help, which led to new waves of panic.

Recognizing that lives were at risk due to false information, a group of Mexican journalists created a crowdsourced information project called Verificado 19S to “channel the desire to help to places that need it.” More than 250 volunteers, both journalists and civilians, sent in Google forms detailing the locations of gas leaks and structural damage, places to take shelter, and sites for receiving or donating food, water, and clothing. A Twitter account and Google map with live updates was created, and within four days of the project’s launch, the page had 4.5 million views. This impressive network of fact-checkers in the field, computer coders updating the map, and journalists disseminating information was assembled on extremely short notice and with very little governmental support.

Barrón Ramírez argues that a key to Verificado 19S’s success was the “chain of social knowledge.” The “core element of trust” was that the journalists who were consolidating the reports knew, or came to know, the volunteers fact-checking in the field. Having the means to verify information and to present it without sensationalism enabled Verificado 19S to reduce the impact of viral, emotionally manipulative falsehoods. In addition, by creating a network of trustworthy sources who could verify facts on the ground, and then redistributing that information through a centralized outlet, Verificado 19S disrupted possible online echo chambers.

Given that the topic of emergency responses to the earthquake was largely nonpartisan, Verificado 19S did not need to expend much effort to convince the public of the group’s objectivity. This is noteworthy in comparison with other fact-checkers, who are frequently obliged to persuade audiences of the accuracy of information that may conflict with their preexisting biases. As discussed below, fact-checking political information...
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requires not only investigating veracity but also grappling with directionally motivated reasoning (including partisan bias), confirmation bias, and belief perseverance, among other passive and active drivers of mis- and disinformation consumption, promotion, and internalization.

2018 GENERAL ELECTIONS

On 1 July 2018, Mexico held the largest general elections in its history, with over 3,400 positions contested. Although there was concern that Russian disinformation would influence the presidential vote, the majority of disinformation originated within Mexico. In response, a coalition of news outlets and other organizations including Al-Jazeera's AJ+, Animal Político, and Pop-Up Newsroom established a collaborative fact-checking effort called Verificado 2018. The project was in operation for 119 days and worked with eighty partner newsrooms to publish four hundred posts and fifty videos that debunked “fake news.”

Beyond simple fact-checking, Verificado 2018 had to contend with the many biases that accompany political disinformation, such as partisan bias, confirmation bias, and the virality of sensationalist information.

About 80 percent of the false stories fact-checked by Verificado 2018 were about Andrés Manuel López Obrador, a politician who is often described as a populist and went on to win the presidential vote. One of the most prominent false stories claimed that López Obrador’s wife, Beatriz Gutiérrez Müller, was the granddaughter of Heinrich Müller, an infamous senior official in Nazi Germany. There were several stories asserting that López Obrador was being supported by Russia and Venezuela. On YouTube, where a great deal of disinformation circulated, a video from the Russian state television outlet RT was...
overlaid with spoofed Spanish subtitles alleging that Russian leader Vladimir Putin had called López Obrador “the next protégé of the regime.” The video was actually about a bodybuilder, and it is unknown who created the doctored version.86 Disinformation also encouraged belief in conspiracy theories: a survey of 1,003 Mexican adults conducted in November 2017 found that about half (53 percent) believed that outgoing president Enrique Peña Nieto and his party had a secret plan to stop López Obrador from becoming president.87 This is not necessarily surprising, as prior studies have found that high-tension events, such as elections, enhance belief in conspiracy theories.88

Despite the appeal of sensationalist disinformation, the public did seek out facts. Over the course of Verificado 2018’s 119 days in operation, its website was visited more than five million times, not counting the interactions its fact-checks received when distributed by partner newsrooms; the project’s Twitter and Facebook accounts each had more than two hundred thousand followers.89 Verificado 2018 also operated a WhatsApp hotline where users could send individual requests for fact-checking. In the first two weeks of operation, it received 18,500 messages, 13,800 of which were answered by the four Verificado 2018 staffers on the WhatsApp team.90 Some ten thousand people subscribed to the Verificado 2018 WhatsApp channel, where they received and shared daily debunks—viral images depicting a news story, with bullet points explaining why the story was true or false.91 Although Verificado 2018 disbanded after the elections, AJ+ Verifica formed as a result of the project and continues its fact-checking activity.92

Attracting a broad audience and generating trust in political fact-checking is not easy. Extreme partisan bias and polarization create fertile ground for belief in disinformation and make fact-checking more difficult.93 Today, those who dare to criticize López Obrador, whether they are civil society figures or journalists, are likely to be accused of being a “fifi”—a member of a corrupt and self-serving elite.94 López Obrador has a high approval rating (70 percent as of July 2019) and ardent followers,95 many of whom are willing to harass critical journalists.96 For example, on 12 April 2019, when López Obrador stated at a press conference that homicide rates had decreased since he took office, Univision television anchor Jorge Ramos challenged the statement with verified data, responding that if current trends continued, “2019 will be the bloodiest and most violent year in the modern history of Mexico.”97 Although Ramos cited factual data and López Obrador did not, the journalist faced thousands of attacks on social media, coordinated in part through the hashtag #JorgeRamosProvocador.98

This refusal to regard fact-based critiques as legitimate is both an outcome and an intensifier of the deep gulf between perceived in-groups and out-groups in Mexico. Meanwhile, corruption—which is a central concern in Mexico, with 91 percent of Mexicans expressing the belief that political parties are either corrupt or extremely corrupt—continues to fester.99 In addition, because Mexico does not have a strong history of press independence, people assume that the press is biased. As a result, both partisan bias and confirmation bias influence consumption of news, which can lead to selective exposure and intensified echo chambers.

The difficulty of reaching audiences in echo chambers, compounded by the difficulty of overcoming their preexisting biases, limits the power of fact-checking. Even Verificado
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2018, which was so well regarded during the elections, reached a relatively small audience—its ten thousand channel subscribers and five million website visits paled in comparison with the 56.6 million Mexicans who voted in the 2018 elections. That said, Verificado 2018's approach is worth considering for future efforts. In particular, the WhatsApp helpline, which provided individuals with an opportunity to directly reach fact-checkers and then share the findings within their own channels, proved particularly effective for cultivating personalized grassroots responses to disinformation, as opposed to simply broadcasting fact-checks to a disengaged audience.

North Macedonia

BACKGROUND

Although the majority of disinformation in North Macedonia, and throughout the Balkans, comes from domestic sources, research suggests that there is a great deal of cross-border disinformation among Balkan countries and that Russia is the leading source of external disinformation in the region. Moscow purposefully stokes ethnic tensions to encourage destabilization; it also promotes nonpolitical disinformation, such as the idea that vaccines are dangerous in North Macedonia, seemingly with the intention of spreading fear and distrust in governmental institutions. The Kremlin exerts influence through state-funded media outlets such as Sputnik, the Russian Orthodox Church, Russian business magnates who are active in the Balkans, and its close ties with the Serbian government and ethnic Serb leaders in Bosnia and Herzegovina.

THE REFERENDUM TO RENAME MACEDONIA

Political events that unfolded in North Macedonia in 2018 serve as a useful window into the demand-side drivers of disinformation in the Balkans. Albania, Montenegro, Croatia, Romania, and Bulgaria were all members of the North Atlantic Treaty Organization (NATO), but the accession bid of Macedonia, as the country was then known, had stalled. Key to its progress toward NATO membership was the resolution of a decades-long dispute with neighboring Greece over the right to the name “Macedonia,” which Athens said could imply territorial claims over a Greek region of the same name. The two governments agreed in June 2018 to change the country’s name from “Macedonia” to “North Macedonia,” and the government in Skopje scheduled a referendum to approve the agreement for 30 September 2018. A campaign to defeat the measure was waged in the open and with strong backing from domestic opposition groups. The #bojkotiram (boycott) camp communicated across multiple media channels, including social media, about its objections to the deal with Greece. In the end, the vote was fraught with disinformation aligned with both domestic sources and the Russian government, which strongly opposed any expansion of NATO.

In the months prior to the referendum, Facebook pages and Twitter accounts emerged to support a public boycott of the referendum, spreading false information about NATO and the West, and provoking interethnic tension in the country, which has a large ethnic Albanian minority. Gruesome images falsely claimed to show women who were beaten by police for opposing the referendum, taking advantage of citizens’ emotions to encourage the further spread of rumors and disinformation. Other pages equated
voting in the referendum with participating in fascism and Nazism, for example by sharing an image of German chancellor Angela Merkel with a Hitler-style mustache and the text, “Boycott the genocide of the Macedonian people!” Another post claimed that European and American officials advocating for the name change deal were driven by Russophobia. The posts had several thousand likes and interactions—significant in a country of only two million people.109

The claims of Nazism were not merely for the sake of sensationalism—a common narrative stemming from the Balkan wars of the 1990s claims that “fascists” from the NATO alliance are the mortal enemies of the Orthodox Christian Slavic peoples of the region, including the Serbs and the Macedonians. Consequently, allusions to Nazism in North Macedonia stoke ethnic tensions and evoke familiarity through repeated exposure and reference to a historical narrative. The Russian regime has long played a role in promoting this narrative, even going so far as to give an author who has repeatedly equated the West to Nazis an award for “preserving the historical memory of the WWII and for her fight against the falsification of the history and anti-fascist education of the young generations.”110

One of the boycott hashtags, #Бојкотира (#Boycott), ranked among the top trending hashtags on Twitter in the months prior to the referendum. Over 80 percent of the posts related to the hashtag were retweets, suggesting that it “was heavily amplified

Until 2019, the name Macedonia was used by different parties to refer to a region of northern Greece and the neighboring country now called North Macedonia.
but lacked much original messaging on Twitter.” A study conducted by the Transatlantic Commission on Election Integrity found that automated “bot” accounts made up 10 percent of the conversation about the referendum and predominately promoted the boycott. Elsewhere on the internet, forty new profiles advocating for the boycott emerged on Facebook each day, and hundreds of new, short-term websites supporting the boycott were created.

The hashtag was heavily promoted by Macedonian far-right groups, whose highly coordinated efforts included a website allowing users to easily retweet and share specific boycott content. In online echo chambers, the Macedonian boycott advocates found kindred spirits among far-right conspiracy theorists in the United States. Offline, flyers promoting the boycott were handed out on the streets, and campaigners organized rallies with elaborate sound systems. The ultimate outcome was that many voters felt uncomfortable going to vote or discussing how they would like to vote, suggesting that preference falsification was at play.

Although the boycott movement drew ample support from suspected Russian proxies such as the Russian-Greek billionaire Ivan Savvidis, the disinformation that is most easily attributed to Moscow came from Russia’s state-funded news outlet Sputnik. In the month prior to the referendum, Sputnik spread disinformation with numerous stories such as “Macedonia on Edge amid Fears of Manipulation in Looming EU, NATO Membership Vote.” However, the majority of the stories had very few Facebook interactions, and their effectiveness in shaping the vote is subject to debate.

On referendum day, only 37 percent of voters participated, raising questions about the poll’s legitimacy. However, 90 percent of those who cast ballots endorsed the name change and future NATO and EU accession, and the government had deemed the referendum “consultative” rather than “legally binding,” meaning a 50 percent turnout threshold did not technically apply. The parliament voted to proceed with the name change, and in February 2019, the country became formally known as North Macedonia.

An unfortunate result of the Balkans’ harsh media climate is that investigative reporting and fact-checking, which are often necessary to expose disinformation campaigns, are primarily conducted by independent journalists and nonprofit organizations—such as the Macedonian NGO Truthmeter.mk and the online platform f2n2.mk—that receive funding from U.S. and European government and philanthropic bodies. Research and investigative journalism entities based in the United States or EU countries, including the Organized Crime and Corruption Reporting Project (OCCRP) and the Atlantic Council’s Digital Forensics Research Lab (DFRLab), also engage in such work directly. As a result, those seeking to discredit counter-disinformation efforts frequently describe them as Western propaganda.

PART III: IMPLICATIONS FOR CORRECTIVE MEASURES

The Mexican and North Macedonian examples demonstrate the wide range of problems, and the variety of strategies and tactics, associated with computational
propaganda and the rise of disinformation online. Both examples, for instance, reveal the role of emotional and sensational content in encouraging consumption of false information as well as in prompting ordinary users to disseminate it even more widely. A number of different organizations, and a corresponding collection of tools, curriculums, and best practices, have arisen to address these and other challenges stemming from online disinformation. Some are situated within the larger body of work on fact-checking, while others target media literacy. These corrective measures have social and psychological implications. They rely on particular theories of psychological behavior change and have their own strengths and weaknesses. Undoubtedly, more work in these extant areas—in addition to newer and more innovative approaches—is needed to effectively address the enormous problem at hand.

Fact-Checking

Today, there are at least 188 fact-checking entities in more than 60 countries, and fact-checking is a fast-growing field in Asia and South America. Fact-checking groups have moved beyond merely rating the veracity of politicians’ statements, with many also tracking fulfillment of promises and assembling complex databases of verified information and statistics. There is evidence that fact-checking can be effective as a deterrent to mendacity under some circumstances: a 2015 study of U.S. state legislators, for example, found that those who were sent a letter describing the risks to their reputation if they were caught making misleading claims ended up substantially less likely to receive a negative fact-check compared with colleagues who did not receive the letter.

However, there are a number of obstacles and psychological processes at play in interactions with fact-checking. First, to be affected at all, an individual must encounter the fact-check, which is itself a significant hurdle considering the saturated modern media environment and the much-debated influence of filter bubbles. Second, many fact-checkers base their work on the “deficit model,” which holds that hostility toward scientific knowledge is due to a lack of understanding, and assume that individuals will change erroneous beliefs upon exposure to corrective information. But these professionals must contend with directionally motivated reasoning and confirmation bias, which may prevent fact-checks from changing minds. There is also debate over the backfire effect—do individuals accept fact-checks due to truth bias, or does directionally motivated reasoning cause them to entrench themselves more deeply in their incorrect beliefs when exposed to contrary information? Recent research suggests that people are happier to encounter fact-checks that support their beliefs, and that even when a fact-check is regarded as legitimate, it may not change political behavior. One study indicates that fact-checks and other metrics of veracity are unlikely to shift a person’s voting behavior.

There are ways to make corrective information more effective. Some evidence indicates that such information has greater impact, especially with ideologically entrenched individuals, when it comes from an ideologically aligned partisan. In addition, when individuals are prompted to be “civic minded” and “good citizens,” they are less influenced by partisanship in assessing novel information. Nevertheless, there is a growing body of literature that raises questions about the efficacy of traditional fact-checking as a tactic for countering disinformation, with some researchers arguing that it can sometimes cement existing beliefs or that current catalogued efforts have minimal effects.
Media Literacy

Media literacy is based on “active inquiry and critical thinking about the messages we receive and create.” Modern efforts to build media literacy often involves five main-stays: “youth participation, teacher training and curricular resources, parental support, policy initiatives, and evidence base construction.” While some praise media literacy as a pathway to agency and independent evaluation of false information, others contend that it wrongfully places the onus on the individual, as opposed to social media platforms, policymakers, or civil society experts. That said, it is one of the more popular tools in the counter-disinformation toolbox.

Given how greatly media literacy programs can vary, it is not easy to evaluate their effectiveness. In a meta-analysis of 51 media literacy interventions, they were found to have an overall positive effect and to have a greater impact on knowledge, for example evaluation of the veracity or bias of a media outlet, than on behavior and attitude. In addition, the analysis found that the fewer steps an intervention has, the more effective it may be, probably due to reduced cognitive effort and lack of confusion on the part of the learner. Repeated exposure to an intervention also seems to lead to greater success, perhaps as a positive result of the mere-exposure effect and familiarity.

Not all media literacy programs are created equal: some have no effect, and some may cause harm. Outdated methods like checklists for evaluating websites can lead individuals astray, consume a lot of time, and provide a roadmap for purveyors of disinformation hoping to evade media literacy checks. Confronting disinformation requires more than just increasing the public’s technical understanding of the modern media environment. Consider the fact that political extremists are often highly media literate and able to influence others through search-engine optimization, coordinated mobilization of both human and bot accounts, and manipulation of social media algorithms. An effective strategy for combating disinformation—whether it comes from extremists, antidemocratic governments, or citizen-led groups—may require a combination of diverse and bespoke approaches, including adjustments to history and civics curriculums, changes in the policies of social media platforms, increased governmental regulation of the digital space, and myriad other endeavors.

Technology and digital tools, including an array of applications and plug-ins aimed at fighting disinformation, also have a contribution to make in alleviating the pressure of computational propaganda. There is, though, a serious need for comparative research demonstrating which “fake news” or “bot” detection algorithms are most effective and how such tools can best be used.

Media literacy and fact-checking are simply among the most well-known and studied methods for countering false information, information polarization, and conspiracy theories. These frameworks, the communities associated with them, and their longitudinal corpus of work should therefore play a central role in mitigating the negative effects of disinformation.
PART IV: UNDERSTANDING FUTURE DEMAND-SIDE DISINFORMATION CHALLENGES

The two country examples provided in this paper represent only a fraction of the ways in which demand for disinformation affects politics in the modern world. Technology and social media are swiftly changing. Advancements in artificial intelligence (AI), data storage capabilities, and computer vision, among other fields, are transforming disinformation, leading to alterations in how and where digital propaganda is spread. This section offers a glimpse at the ways in which recent and emerging technological developments may interact with demand-side disinformation challenges.

Generation and Manipulation of Image, Video, and Audio Content

Deepfakes—a portmanteau of “deep learning” and “fake”—are extremely realistic fake videos created by using AI to synthesize facial expressions (including eye gaze, blinking, and mouth movement), head positions, and body movements. Similarly, Deep Voice and other AI voice-manipulation technologies can alter the modulation of voices (conveying emotion, accent, or gender) and generate completely new speech. Deepfake algorithms have been used to create videos ranging from synthetic pornography based on photographs of nonconsenting women to a clip of U.S. president Donald Trump telling Belgium to exit the Paris climate agreement. These technologies are publicly available, and it will soon be impossible to assess the veracity of images, videos, or audio content with the naked eye or ear.

Given their potential to make it far easier to influence audiences’ beliefs and behavior, convincing fabrications of this kind could have numerous applications. In the political domain, manipulated and synthesized audio and visual content might be used to affect diplomatic negotiations, incite conflicts, and manipulate elections. In the social domain, they could be employed to exacerbate polarization and demographic divisions or erode trust in institutions, among other outcomes. One can look to lynchings in India provoked by rumors spread on WhatsApp for a sample of the ways in which deepfakes might stoke fears about “outsiders” or minority groups and incite intercommunity violence.

Of primary concern is the arms race between the creators and the detectors of such manipulations. But even if it became possible to consistently detect deepfakes, several issues remain: the population must trust the detection mechanism; the overwhelming volume of material that platforms moderate continues to grow (500 hours of video are uploaded to YouTube every minute, for example); corrective information that comes after exposure may be ineffective; and veracity may have little bearing on how content is received or what influence it has.

Moreover, videos that are merely edited, such as a video that was slowed to make it appear that U.S. House of Representatives speaker Nancy Pelosi had slurred speech, have been deeply divisive. This suggests that the potency of deepfakes owes less to technical complexity than to their manipulation of the psychological drivers of information processing. A recent study assessing individuals’ ability to evaluate an image’s
authenticity found that confirmation bias significantly affected conclusions, and that typical cues of online credibility—such as the trustworthiness of the original source, the number of likes (bandwagon effect), and the trustworthiness of the source that endorses or shares the image—did not significantly enhance the accuracy of the subjects’ assessments.151

**Big Data and Mass Surveillance**

Big data, a term that usually refers to the use of huge datasets to make inferences about the world, is the foundation of modern AI technology. Mass electronic surveillance facilitates the collection of extensive personalized data, including location records, online activity, and the biometrics necessary for facial recognition.152 Paired with machine learning and other forms of AI, these stockpiles of information enable companies and governments to use predictive analytics on individuals, inferring their likely behaviors.

The same personalized profiles consequently facilitate the manipulation of behaviors. Organizations such as Cambridge Analytica have claimed to carry out “psychological warfare” by targeting voters based on analysis of Facebook data, though there has been little research that demonstrates whether these efforts are effective.153 As a marketing firm, Cambridge Analytica possessed neither the financial and administrative resources, the capacity for censorship, nor the access to personal data that many governments have. In addition, the company’s advertisements could not respond to real-time changes in emotion. In 2015, an early prototype of responsive billboard advertisements appeared on the streets of London, equipped with a Microsoft Kinect camera that could read viewers’ emotions and adapt advertisements accordingly.154 With far more advanced sensors and richer datasets already available today, it is not difficult to imagine a surveillance state in the near future that could gather behavioral response data to create reactive propaganda on social media or in public places.

Even in the absence of censorship and state surveillance, the applications of big data for disinformation are myriad: For behavioral data collection there is web tracking, location tracking, and cross-device tracking. For manipulation there are a wide variety of social media management tools, including programs that use AI to optimize the targeting of advertisements. There are search-engine optimization programs that trick algorithms to alter search rankings. And there are automated chatbot accounts for use in fraudulent grassroots campaigns, or astroturfing.155 Advertising-informed big data could allow for subliminal priming to make individuals more susceptible to propaganda, and future disinformation could use personal data to even more effectively provoke racial in-group/out-group bias and confirmation bias. When a particular behavioral outcome is not possible to provoke, it is already commonplace for savvy individuals to craft content—a meme or a simple videogame—that is effective enough to dominate online conversations, distracting users from important information. These kinds of disruption and diversion tactics will become even more effective as targeting becomes more refined.

Utilizing AI, it may become possible to determine the most effective propaganda or disinformation for a particular individual and shape the message in real time. Extensive
data profiles paired with natural language processing (a branch of AI focused on allowing computers to understand and replicate human language) can enable social media chatbots to match a target’s personality and manipulate that individual through posts and direct messages. Creating and automatically tweaking these bots will become relatively simple, and they may become more effective as the creators collect more data on their performance. Access to this degree of personalized information and the capability to deliver targeted messages could make those seeking to spread disinformation better able to exploit psychological biases as well. Already bots are used to repeat messages with high frequency—which could exploit the mere-exposure, consensus, and bandwagon effects—and to infiltrate and shape the opinions of closed echo chambers. In the worst-case scenario, chatbots could be deployed in efforts to shift social media users’ thoughts and perceptions on a massive scale through emotional contagion.

Virtual Reality and Augmented Reality

Increasing adoption of virtual reality (VR), meaning immersive fully simulated experiences, and augmented reality (AR), in which digital content is superimposed on one’s view of the real world, will intensify the expansion of media and advertising beyond the screens of computers and smartphones. While consumer-ready VR headsets have not yet become widely adopted, VR is a promising technology in the fields of vocational, athletic, and military training, and for the purpose of virtual workplace meetings and collaboration. The telecommunications firm Verizon is using VR trainings to prepare employees for robberies, professional snowboarders and football players use VR to train their reaction times, and the U.S. Army is creating a massive multiplayer VR conflict simulation to test for different terrains, enemies, and team dynamics. The technology supporting AR is not as well developed as VR, but Apple’s mobile operating system is now equipped with ARKit, a programming interface that allows third-party developers to create AR applications for hundreds of millions of Apple devices.

As VR and AR become a common part of everyday life, the information environment will become even more saturated; as a result, information overload, emotional stimulation,
and algorithm-driven engagement are likely to intensify the impact of disinformation campaigns. There are already VR and AR advertisements and experiences. To list a few, Renault made an Oculus VR advertisement that simulated driving a car, the *New York Times* created a free VR documentary about child refugees for Google Cardboard, the AR game Pokémon Go was downloaded over 750 million times in the year after its 2015 release, and NextVR enables fans to enjoy sporting events and concerts from virtual front-row seats. Soon there will likely be external ads placed inside VR and AR experiences. In AR, where the distinction between reality and artifice could hypothetically become imperceptible, the potential for psychological manipulation through advertisements is especially concerning.

Preliminary studies on VR have found that heightened emotions and increased feelings of “presence”—“being there” in the experience—led to enhanced memory encoding. How will one differentiate between memories created in reality and those influenced by ads or other mechanisms in VR and AR? Looking to the misinformation effect, it seems possible that an AR avatar could provide leading prompts after a real event in order to subtly shape an individual’s memory and perception. For instance, if an individual witnessed soldiers beating a peaceful protester, the government might intrude on the person’s digital tools and cause an AR assistant to provide faulty images of the event after the fact, making it appear that the protester was armed and attacking the soldiers.

Just as chatbots have the potential to provoke mass emotional contagion, so too do VR and AR. Studies of VR’s emotional impact have found it to be a viable mechanism for provoking specific emotional responses, such as anxiety through a stressful simulation and relaxation through a peaceful simulation. VR and AR may further enhance the effects of subliminal priming, and avatars in VR are likely to be even more effective than chatbots at nudging belief and behavior shifts through social engagement. VR is already used to create lasting behavior change through exposure therapy. What other types of behavior change could be provoked using these technologies?
CONCLUSION

The psychological literature on the demand-side drivers of disinformation can provide useful insights about potential levers for reducing the impact of such content—whether through established work on fact-checking and media literacy or via new tools and ideas that have yet to be developed. Known examples in which disinformation and misinformation have flowed both online and offline, including the cases detailed here, are helpful in drawing correlations between current disinformation tactics and the relevant strategies and theories from the field of psychology. Significant work needs to be done, however, to truly connect psychological drivers to the spread of disinformation online. Simply put, we need more work that tracks behavioral change as it relates to digital disinformation. We need more research that explains why people spread novel forms of manipulative material. Undoubtedly, the supply side of disinformation continues to warrant both empirical research and investigative journalism. But in order to curb the worst intentions of the perpetrators, we must also develop a better understanding of the demand.

The psychological phenomena described in the country examples, and with regard to future technological advancements, are limited in that they are based on inference from extant details and analogous psychology studies. These forecasts are intended to provoke thought and further research. Because there may be differences across social and cultural contexts, researchers looking to explicitly connect psychological phenomena to disinformation should conduct surveys or experiments specifically crafted to investigate individuals' perceptions of and interactions with disinformation in the regions of interest. Similarly, one of the major problems with extant technologies for tracking disinformation is tied to the fact that these tools are created with one language, platform, or region in mind. Indeed, even the world's largest social media companies have struggled to apply their remedies for election interference or coordinated hate speech in countries with less common languages and more limited pools of accessible sociopolitical expertise. It is in part because of these considerations that research and knowledge from the domains of media literacy and fact-checking—which account for linguistic, geographical, and cultural differences—are particularly useful for those hoping to lead efforts to fight disinformation online.

There is significant space, and pressing need, for future studies on the psychological dynamics of propaganda and persuasion via new technologies, such as a virtual avatar, haptic nudges (like the vibration of a smartwatch), or the targeted delivery of suggestive messages to shape users' perceptions after they view a YouTube video (provoking the misinformation effect). Greater research on the nuances of psychological phenomena, including variation by age, socioeconomic class, country, or region, is also crucial. Researchers must understand how particular groups of people spread misinformation or disinformation, as with a team who found that people over the age of 65 were most active in spreading misinformation on Facebook during the 2016 U.S. election.
Paradoxically, such fine-tuned studies are easier to conduct for actors like governments or large corporations that enjoy greater access to personal data. This is especially true in the most authoritarian settings. Without robust support for research by academics, civil society, and other sectors that are committed to the pursuit of knowledge and the public interest, valuable insights about the demand side of disinformation may be hoarded for the purpose of malign manipulation. For the sake of a healthy public square, it is essential that these insights instead see the light of day.
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