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Squaring the Contact-Tracing Circle

By Mallory Knodel
Multistakeholder governance—the idea that the state, private sector, and civil society should jointly manage key public goods—has for many years been the lodestar of efforts to secure the internet’s democratic future. But is this model a viable mechanism to address the challenges of a global pandemic?

To ensure the best possible response to this worldwide public health crisis, democratic governments should follow an informed, principled approach that strengthens public health infrastructure, minimizes private data collection, and is narrowly designed for the COVID-19 pandemic. The private sector should assist strong government leadership and support a public health vision, and civil society, technology, and health experts should advocate for technology development in the public interest.

In March 2020 alone, civil society, the private sector, and governments launched several noteworthy, joint public-health initiatives to respond to the COVID-19 crisis. The MIT Media Lab created the Private Kit: Safe Paths app with help from Harvard, Facebook, and Uber. Privacy International analyzed an early joint effort between a German tech startup and the Hannover School of Medicine. MTX Group Inc. announced it was working with the New York State Department of Health on New York–specific measures for the company’s donated COVID monitoring app. MIT’s Bluetooth effort (PACT) is a strong example of an early tech-led joint effort: leadership of the project is shared among MIT institutions, the MGH Center for Global Health, and Harvard Medical School, leading to the design of the now well-known Google/Apple exposure notification platform for contact tracing apps that rely on Bluetooth to indicate proximity of exposure. However, there is no question that digital technology and data collection have been and are being used to expand illiberal and authoritarian regimes of mass surveillance and oppression. When the COVID-19 pandemic presented an unprecedented opportunity for those regimes to expand, groups like the American Civil Liberties Union and the Center for Democracy and Technology sprang into action to develop principles for tech-assisted contact tracing and a task force on coronavirus data, respectively, among other advocacy efforts to ensure responsible technology use and data collection.

As of the end of July 2020, 48 countries confirmed that they had deployed contact tracing or other coronavirus-related tracking apps. This information came from government or developer announcements, verifiable news sources, or published research collected by MIT.

Not all of these tech products, however, have altruistic public health goals at the forefront of their response. Some trackers have an explicitly political aim. For example, an up-to-date database specifically documents the privacy concerns of 154 COVID-related apps available on the Google Play Store. A helpful visualization, accompanied by a formal report, tracks surveillance and civil rights infringements linked to COVID-19 responses.
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Reviewing the Implications for Democracy and Human Rights

These technological responses and criticisms demonstrate both the demand for and the concerns associated with public health data collection platforms. Yet as the COVID-19 pandemic continues to affect nations worldwide, one key question appears: what are the rights implications of these responses?

First, there are concerns that the novel coronavirus may never be contained with a vaccine and therefore will pose a persistent threat to public health—in which case society may need to draw lessons from other containment and contact tracing scenarios, such as that used for individuals with HIV/AIDS. Second, even before the pandemic the use of biometric data brought to light the need to contain the unique risks to privacy and individual liberty associated with such personal information being handed over for corporate use. Although advocates ensured that the Google/Apple exposure notification system (in which Bluetooth is used to detect proximity and exposure data is stored locally on a user’s device) was narrowly designed for use in the COVID-19 pandemic, those tech giants now have the sole power over whether, if ever, they will decommission the platform and refrain from repurposing it. Other persistent risks not directly related to surveillance include a general sense of public fear, uncertainty, and distrust toward information technology, governments, personal electronic devices, and the media. It seems the crisis has not been wasted by the many ill actors looking to exploit collectively vulnerable societies.

Although most technology-assisted contact tracing applications originated in the private sector, many have been implemented and executed by governments. Of course, different government agencies bring different mandates, perspectives, and expertise to policy problems, and so the specific agencies involved are also relevant to the discussion: in the case of South Korea’s quarantine monitoring app, it was developed by the Ministry of the Interior, not the Ministry of Health and Welfare. In March, the British government sought help from tech companies including Google, Palantir, Uber, Deliveroo, Amazon, Faculty AI, Microsoft, and Apple. In the European Union, the European Commission called for help from telecom providers in March, requesting mobile location data (an alternative to Bluetooth proximity) for the purposes of COVID-19 response. The U.S. government also had early conversations with its powerhouse technology sector in an effort to strengthen joint responses.

Despite this outreach, there were early derailments. In the United States, for instance, the decentralized state-by-state approach posed a particular challenge to joint health and tech efforts, which may explain why tech-assisted contact tracing did not become widespread there. In China, the AliPay Health Code app raised privacy concerns for sharing data with local authorities, creating trust issues among users whose authoritarian government gives them no obvious means to challenge the app’s use or design. The ways in which different governments approach partnerships and select companies with which to partner also have implications for privacy, democracy, and human rights. Partially as a result of these factors, in some cases technical design choices made by private sector partners have superseded those made by governments. Citizens are left to ask themselves: is it appropriate for unelected private corporations to control this kind of politically sensitive infrastructure?
On the whole, many of these technology-assisted efforts to track, monitor, and contain the pandemic have failed in their professed goals, yet governments nonetheless continue to encourage their use. Unsurprisingly, watchdog organizations continue to sound the alarm about data privacy concerns. Privacy International describes civil society concerns about Colombia’s coronavirus information and identification app, developed and launched by the Colombian National Health Institute. Local civil society groups like Fundacion Karisma expressed strong concerns about the app’s surveillance potential and accessibility. Before debating any of the governance tradeoffs involved in technological interventions during the pandemic, one first must ask: have there been any successes? And what are the measures of that success? If the strengthening of public health infrastructure is the measure, there have been notable failures, undermined by a tug-of-war between national governments and private sector market power. In some ways, privacy issues are interconnected with larger questions about the accountability and ownership of these systems. In the case of the Google/Apple exposure notification system, many countries did not use their sovereign and regulatory powers to limit tech companies; they took the companies’ word at face value. Independent researchers came to the same conclusion. Researchers at Trinity College in Dublin recommended that the Google/Apple system have more oversight: “A governance setup that imposes a similar level of scrutiny over both the client app component and the Google/Apple component of the [system] seems sensible and necessary” owing to the risk of inadequate privacy protections by companies, which are already subject to criticism over privacy implications. Some observers have argued that preventing undue private sector influence on jointly governed initiatives will require “creating a complex institutional architecture” capable of scrutinizing technological applications and improving public technical literacy. Indeed, there are increasing calls for privacy and public health experts, such as the Pan-European Privacy-Preserving Proximity Tracing proposal, to work together to ensure proper rollout and continued oversight of public health technology.

Toward a More Perfect MultiStakeholder Approach

The key principles for tech-enabled COVID-19 interventions advocated by civil society organizations—that they be, among other things, voluntary, nonpunitive, private, nondiscriminatory, and decentralized—may well be fundamentally at odds with a government-administered infrastructure that can fully control a crisis. If this is the case, who should navigate the necessary tradeoffs? The answer cannot be one sector alone. The response must cooperative, collaborative, and jointly managed.

What are the obvious worst things to avoid when designing multistakeholder initiatives for technological challenges? Certainly, joint governance can complicate coordination and interoperability. But the most serious issue to avoid is the potential to create a façade of accountability, one which gives the appearance of appropriate oversight while in effect allowing relatively free reign. Many multistakeholder responses fail to demonstrate appropriate levels of transparency. No matter how useful these responses might be, they are
liable to undermine inclusivity, diminish the space for civil society consultation, exacerbate existing inequalities (such as gender discrimination), and potentially undermine public trust in the public health response.\textsuperscript{25}

In sum, and for the longer term, better governed tech-assisted solutions to public health crises can improve the confidence of governments in their ability to respond and help check private sector motivations that are not aligned with the public interest. This essay has largely focused on countries with the best-case political climates, but further research is needed on outcomes and trends in nondemocratic countries and in the Global South. Another area for future research is the ways in which technological governance may have accelerated illiberal trends within democracies through a climate of digital inequality, disinformation, mass surveillance, and cybersecurity threats. These and other perspectives will require continued attention as the COVID-19 pandemic continues to have deleterious effects on individuals, communities, and nations around the world.
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