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1 Executive Summary

Coalitions that strengthen information integrity are central to countering 
authoritarian efforts to manipulate the information space. Such coalitions catalyze 
the work of diverse prodemocracy voices across sectors—including journalists, fact 
checkers, narrative researchers, and strategic communicators, among others—and 
offer important advantages, including:

•	 Strengthening the Foundation of Monitor-and-Report Strategies: Coalitions 
accelerate early detection and exposure of information manipulation, before 
such efforts generate societal impact.

•	 Creating Efficiencies: Coalitions boost the efficiency of limited resources, reduce 
overlap in information integrity initiatives, and encourage knowledge-sharing. 

•	 Enabling Rapid Learning: Coalitions accelerate learning and drive adaptation 
to novel techniques of authoritarian information manipulation that harm 
democracy.

•	 Synergizing Diverse Perspectives and Skillsets: Coalitions help align diverse 
perspectives and skillsets, while amplifying the complementary roles played by 
prodemocracy organizations.

•	 Elevating Communication Strategies: Coalitions provide the strategic 
coordination necessary for communication strategies that break through an 
increasingly competitive information environment.

Recent developments in Taiwan demonstrate how information integrity coalitions 
are critical catalysts for securing the integrity of the information space. In Taiwan, 
one such coalition strengthened societal resilience to information manipulation by 
the People’s Republic of China (PRC). Key characteristics of successful information 
integrity coalitions include:

•	 A focus on shared goals and overcoming challenges to collective action.

•	 Organize organically and draw from bottom-up guidance from civil society. 

•	 Evolve continuously to keep pace with authoritarian learning and new 
technological capabilities. 

•	 Ensure that coalitions are remit-bound and minimize redundancy. 

Authoritarian information manipulation is a complex but inherently solvable 
problem. Those who value democracy must increase their coordination by building 
information integrity coalitions that show promise for accelerating critical responses.

EXECUTIVE SUMMARY



2 INTRODUCTION

Authoritarian powers such as Russia, China, and Iran are evolving their 
efforts to weaken democratic values and undermine democratic practice by 
exploiting open information environments. The growing ease and cheapness 
of executing malign information campaigns have increased the speed and 
scale of anti-democratic messaging.1 Yet, there is one noteworthy trend that 
is helping democracies shift their efforts from a reactive to proactive footing: 
the development and growth of localized coalitions in support of information 
integrity.

Such coalitions are increasingly considered crucial by experts around the 
globe. Coalitions bring together diverse skillsets to catalyze the work 
of prodemocracy voices; they save costs, pool resources, and avoid the 
duplication of efforts. They can also facilitate information and data-sharing 
while elevating proactive messaging and helping journalists, fact checkers, 
narrative researchers, and strategic communicators compete more 
effectively with better-resourced authoritarians in an increasingly complex 
information environment. Doublethink Lab and its partners have seen that 
building coalitions for information integrity has strengthened societal resilience 
to authoritarianism in tangible and practical ways in Taiwan. Some of them are 
highlighted below.

This report explores the evolving nature of the challenge, using a case study 
of Taiwan’s 2024 election information integrity coalition to highlight why such 
coalitions are a crucial part of a comprehensive response to information 
manipulation by authoritarians.

Introduction

Building coalitions for information integrity has 
strengthened societal resilience to authoritarianism 
in tangible and practical ways in Taiwan.



3 Authoritarian Advantages in the Information Environment


Authoritarian powers are adapting constantly to recent developments in the 
information environment. They are investing in an expanding infrastructure of 
digital outlets, influencers, personal and platform data, as well as alternative 
platforms that work together to amplify their preferred narratives and crowd 
out high-quality information. As such, prodemocratic voices such as fact 
checkers, journalists, narrative researchers, and strategic communicators 
are grappling with the critical challenge of keeping pace with the rate of 
authoritarian adaptation. 

The actions social media companies have taken to reduce transparency and 
curtail access to critical platform data have created challenges for those seeking 
to bolster information integrity. Traditionally, organizations using open source 
intelligence have relied on platform data to attribute suspected incidents 
of information manipulation, since platforms have private data—such as 
users’ IP addresses—that can help to identify the origins and tactics of online 
campaigns. With the shuttering of Crowdtangle (a Facebook-owned research 
tool that was formally closed in August 2024), the attribution of information 
campaigns has become much more difficult.2 By removing state media labels, 
some platforms have increased the reach of accounts operated by authoritarian 
states.3 In addition, by firing trust & safety staff en masse, some platforms 

Authoritarian 
Advantages in the 
Information Environment



4 Authoritarian Advantages in the Information Environment


have undercut their ability to leverage civil society expertise and input, 
while simultaneously weakening their support to journalists and civil society 
organizations that often face smear campaigns by malign actors in response to 
their work.4 Moreover, the rise of less transparent social media and messaging 
tools, such as TikTok and Telegram which have origins in authoritarian 
countries, further complicates investigations of information manipulation 
campaigns. 

Meanwhile, advancements in generative artificial intelligence (gen AI) have 
reduced the cost and increased the velocity of information manipulation by 
providing a cheap way to create manipulative content5 and increase capabilities 
to micro-target niche audiences with tailored content.6 They have also facilitated 
an evolution in tactics that makes attribution to authoritarian powers difficult. 
For example, researchers are no longer facing waves of bot accounts posting 
the same copy and paste messages, but rather waves of bots posting tailored 
messaging under a single strategic narrative.7 This type of content is inherently 
more challenging to analyze at scale than content that is simply copy and 
pasted, and the ability of gen AI-powered bots to adopt personas that evolve 
over time and engage in non-political discourse results in more realistic fake 
social media accounts that are harder to detect. Similarly, increasingly realistic 
deepfakes8 retain the power to cause significant harm at critical moments—for 
instance, a deepfake of election officials questioning legitimate results—that 
could be decisive in inciting partisan violence during a tensely contested 
election.9 

In recent years, an online influence-for-hire industry has begun serving 
commercial, political, and authoritarian state clients.10 Private firms, PR 
agencies, and organized crime syndicates are developing cutting-edge 
techniques of algorithmic manipulation that game systems to boost their topics 
and hashtags into trending lists, user feeds, and search engines. Influence-for-
hire operations add a layer of plausible deniability between their customers and 
the content produced on their behalf, complicating attribution. Simultaneously, 
journalists and other traditional gatekeepers of information are losing clout—
even as online influencers,11 who serve niche audiences and may or may not 
hold and espouse democratic values, have grown in influence.12

Authoritarian 
powers are 
investing in 
an expanding 
infrastructure of 
digital outlets, 
influencers, 
personal 
and platform 
data, as well 
as alternative 
platforms that 
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to amplify 
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5 Coalitions for Information Integrity

Faced with the increasing scale and complexity of authoritarian information 
manipulation, democracies require greater cooperation at national, regional, 
and international levels to compete in the information space. This effort entails 
breaking down silos, reaching beyond the current borders of the community of 
organizations working toward integrity in the information space, and defining 
goals clearly and inclusively in ways that can win new allies. 

We use the term “coalitions” to refer to this type of cooperation, which is more 
formal than “collaboration.” Whereas collaboration can be opportunistic and 
fleeting, we need coalitions for information integrity that are informed by a 
strategic vision and a common purpose in order to build the kinds of durable 
mechanisms needed to counter the persistent challenge of information 
manipulation by authoritarians.

Coalitions for 
Information Integrity



6 Coalitions for Information Integrity

Our experience has shown that information integrity coalitions offer many 
advantages, including:

Strengthening the Foundation of Monitor-and-Report
A strategic approach to countering information manipulation must stand on 
a foundation of “monitor-and-report.” Such a practice is the first step toward 
resilience. By monitoring the information space and reporting the activities 
of authoritarian powers—to government agencies, journalists, social media 
platforms, or the public—we build a base for responses such as communications 
campaigns, disruption actions (such as take-downs of inauthentic social media 
assets), public attribution to impose reputational costs on malign actors, and the 

UNDERSTANDING FOREIGN INFORMATION MANIPULATION 
AND INTERFERENCE 

Early progress has already been made in establishing the foundations of coalitions for 
information integrity. For example, democratic actors have recognized that it would 
be difficult to collaborate on the challenge without a shared set of definitions for 
understanding and addressing the problem. A focus on exposing and debunking false 
information is too narrow, as authoritarians shift toward content that is unverifiable, such 
as conspiracy theories. They also frequently present true information taken out of context, 
which has a greater possibility of gaining traction in a crowded information space. The 
information integrity community has come to understand that information manipulation 
that harms democracy is a challenge that encompasses but goes beyond messages that 
are untrue, and relies upon deceptive actors and manipulative behaviors.13

Although a number of useful concepts exist, the framework of Foreign Information 
Manipulation and Interference (FIMI) is gaining broad traction.14 The European External 
Action Service (EEAS) spearheaded this framework to enable systematic research and 
operationalize policymaking in a way that protects freedom of expression. In the two 
years since its formulation, it has already been used by the U.S. and U.K. governments as 
well as the G7, along with a vast array of civil society organizations. 

The EEAS defines FIMI as a pattern of behavior that can negatively impact democratic 
values, procedures, and political processes. The actors include authoritarian states 
and their proxies as well as ideological allies inside democratic countries. The behaviors 
are not simply meant to influence but to manipulate—implying a hidden agenda—and 
conduct such operations in an intentional and coordinated manner. There is no mention 
of content in the definition, which gives the framework broad societal appeal among 
groups that have reasonably different views on particular narratives. This understanding 
can also generate political will by uniting coalitions of actors around a shared rejection of 
manipulative information campaigns driven by foreign powers that threaten democratic 
values and institutions.
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gradual development of more systematic, evidence-based responses from 
civil society and key decision makers .15 Early detection and exposure are also 
vital to catching information manipulation before it generates impact (e.g., 
by breaking out of echo chambers or by crossing channels, platforms, and the 
online-offline barrier).16

While necessary, this approach is insufficient on its own. According to one 
member of a Philippine civil society organization, “we have to stop just doing 
autopsies.” In other words, efforts to counter malign actors must go beyond 
monitoring the information environment and start engaging with the public 
on key topics relevant to the quality of democracy. Methods such as civil 
society-led strategic communications play an important role in going beyond 
monitoring and can drive proactive efforts to counter information manipulation 
and build democratic values. Such efforts may include raising awareness about 
Foreign Information Manipulation and Interference (see text box on previous 
page for more information) sources and techniques as well as pre-bunking, 
building context and comity around divisive topics, in addition to attempts 
to strengthen democratic values and resilience. Efforts such as these, which 
Doublethink Lab has adopted as a strategic framework, represent proactive 
approaches to building resilience to FIMI and must be based on a foundation of 
a common understanding of actors, tactics, and narratives. Through common 
understandings, new forms of collaboration may be forged and existing 
capabilities broadened.

Information-sharing enhances the benefits of research and monitoring efforts 
by individual organizations. Across country and regional contexts, it is the 
same group of actors who are frequently involved in campaigns of information 
manipulation, and they often use the same playbooks. Those preparing to 
counter FIMI during elections may find that examining a recent election on 
the other side of the world can be more useful than the most recent domestic 
election, as tactics evolve quickly in a fast-moving information environment. By 
pooling our observations, we can build up rich databases of incidents that can 
facilitate attribution of newer incidents, as coalitions of journalists, civil society 
organizations, and democratic governments are already doing in some contexts. 
We can also achieve higher-level statistical understanding of authoritarian 
messaging patterns and strategy, which can help to predict future behavior 
and prioritize the most effective responses. Central to such efforts is a common 
data object model such as DISARM,17 an open source framework for categorizing, 
cataloging, and countering malign information campaigns that has been adopted 
widely across the European Union, United States, and Indo-Pacific.

Creating Efficiencies
Coalitions boost the efficiency of limited resources. In the modern, pay-for-play 
information environment, having two organizations doing the same work—
so-called “strategic overlap”—can be prevented through closer collaboration 
and the sharing of research agendas. The fight against Russian information 

COAlitiONS fOr iNfOrmAtiON iNtEgrity
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8 Coalitions for Information Integrity

operations after the full-scale invasion of Ukraine has demonstrated the 
advantages of such collaboration. While some overlap is better than leaving 
gaps, any duplication of efforts must be coordinated rather than incidental.18 
Similarly, broad information-sharing among like-minded partners for situational 
awareness creates important efficiencies for fact checkers, journalists, 
strategic communicators, and others who may not have dedicated resources 
to understand and respond to every narrative, campaign, or malign actor. 
Furthermore, civil society activists encounter many of the same opponents 
and tactics across different country contexts. Consequently, there has been 
a proliferation of nearly-identical attempts to design tools for collecting and 
storing social media data for analysis. Particularly in the civil society sector, 
spending limited and competitive funding on repetitive initiatives is a recipe 
for strategic disaster. Recognizing this reality (and with funding from the 
European Union), Doublethink Lab has been building a coalition of FIMI experts 
in the Indo-Pacific region working from a shared, centralized database of FIMI 
incidents. 

Enabling Rapid Learning
As authoritarian information manipulation tactics evolve, democratic 
researchers and actors must also adapt; coalitions accelerate this type of 
learning among the democratic community. For example, based on the efforts 
of a biannual election monitoring coalition, Taiwanese civil society has identified 
a shift in PRC (People’s Republic of China) tactics in the information space.19 
The PRC is currently relying less on initiating information attacks through 
foreign assets outside Taiwan and more on amplifying stories seeded by local 
influencers. Therefore, we know that more resources are required to monitor 
the influencer propaganda economy, and that more cooperation with 
investigative journalists is necessary to trace offline connections which are 
increasingly central to the PRC’s information operations targeting Taiwan. 
Doublethink Lab’s experience is that sharing our findings and learning helps 
inform best practice and contributes to faster solutions.

Synergizing Diverse Perspectives and Skillsets
Coalitions strengthen work across an ecosystem by synergizing diverse 
perspectives and skillsets, allowing different types of stakeholders to 
play complementary roles. The “MacronLeaks” campaign is case-in-point.20 
Based on lessons learned from Russian interference in earlier elections, 
cybersecurity experts, the French election commission, some political parties, 
and mainstream media outlets worked in coalition to launch a response to the 
“MacronLeaks” campaign, stopping its spread across French media and society. 
The French National Cybersecurity Agency raised awareness among partners 
of the hack-and-leak attack, which had been observed in previous elections 
elsewhere around the world. The election commission immediately issued a 
statement once the leaked documents were published, calling on mainstream 

As authoritarian 
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9 Coalitions for Information Integrity

media to respect the country’s blackout period before the election, a directive 
with which most outlets complied. Finally, Macron’s team took proactive steps, 
such as planting false data in their systems to confuse hackers, making it 
difficult for these malign actors to discredit him with the stolen documents. His 
team also responded in a timely manner, communicating that the leaks were 
fabricated. Others identified Russian characters and obvious forgeries among 
the data.

Elevating Communication Strategies
Coalitions can provide the strategic coordination necessary for effective public 
communications. Due to top-down state control, authoritarians have near-
perfect message discipline across multiple actors and channels. With Russia 
and the PRC now coordinating messaging more closely, this effect is even 
stronger.21 Prodemocracy actors, on the other hand, need to rely on coalition-
building to achieve a similar reach. In Ukraine, the National Democratic 
Institute supports a coalition that has helped local journalists, civil society, and 
strategic communicators collectively amplify debunks of Russian information 
operations related to the full-scale invasion, blunting their effectiveness. Thus, 
coalitions are powerful tools for elevating communications and information in 
an increasingly competitive information space.



10 Taiwan’s Election-Focused Information Integrity Coalition

Six months prior to Taiwan’s January 2024 election, Doublethink Lab organized a coalition 
to counter FIMI. This was the second time such a coalition was formed—the first having 
been around Taiwan’s 2022 local elections. This coalition brought together fact checkers, 
FIMI investigators, cybersecurity experts, and academics, functioning mainly as an 
information-sharing mechanism. Doublethink Lab connected insight to action through 
a line of communication with Meta, which was used for directly submitting suspected 
platform policy violations for review. This effort led to the takedown of an inauthentic, 
Cambodia-based network on Facebook that sought to undermine trust in prodemocracy 
politicians in the run-up to the election.22

Of course, some manipulative information campaigns are so expansive that even siloed 
researchers are likely to see notable commonalities, as was the case with the cross-
platform, gen AI-powered campaign falsely accusing former Taiwanese president Tsai 
Ing-Wen of having a “secret history” of immoral behavior.23 Due to proactive information-
sharing within the coalition, however, at least one covert campaign was identified in 
which malign actors attempted to exploit cultural tensions and start an astroturf protest 
targeting Indian migrant workers in Taiwan with polarizing anti-Indian rhetoric.24 The 
coalition was able to catch this campaign before it broke out of echo chambers in 
either country and quickly spread awareness about it within Taiwan, while a media 
partner issued a pre-bunk to make the Indian public aware of the campaign.25

Taiwan’s Election-Focused 
Information Integrity 
Coalition
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Principles for Effective 
Information Integrity 
Coalitions

The Taiwanese experience suggests that coalitions for information integrity can 
be powerful tools for countering FIMI when they rest on the following principles.26 
They should focus attention on shared goals to align diverse partners, and 
overcome challenges to collective action. They should organize organically and 
rely on bottom-up guidance from civil society; doing so increases credibility 
and reach, a factor that is particularly important in the context of increasing 
political polarization. They should identify and leverage synergies from diverse 
perspectives and skillsets to achieve whole-of-society engagement. They should 
also evolve over time to keep up with the pace of authoritarian learning. Finally, 
they should be remit-bound, meaning that each member organization focuses on 
contributing its expertise and minimizing redundancy. 

Coalitions that hew to these principles will make far more efficient use of resources 
and prove more effective in the fight against authoritarian information campaigns.

PURPOSE-DRIVEN
Strategic discipline among Taiwanese 
civil society organizations is facilitated 

not by a single organization or a 
shared strategic plan, but a clear sense 

of shared purpose.

WHOLE-OF-SOCIETY
Taiwan’s resilience is expressed across a 

swathe of institutions including universities, 
civil society organizations, media outlets, 
and social platforms. Initiative is diffuse 

rather than concentrated.

EVOLVING
Taiwan’s approach is not static, but moves 

in step with changes in the FIMI threat.

REMIT-BOUND
Different organizations focus primarily 
on their own areas of expertise without 

seeking to duplicate the labors of others, 
maximizing collective efficiency.

ORGANIC
Taiwan’s resilience is primarily driven 

from the bottom-up. Government plays 
a role as a funding body and in providing 

overarching directions regarding the 
significance and nature of the threat, but 

action is decentralized.

Adapted and reprinted with permission of Doublethink Lab.
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Despite massive investment, the PRC has been unable to sell Taiwan’s voters 
on the “positive” aspects of giving up their democracy and sovereignty, due 
at least in part to the work of our coalition for information integrity. Still, 
polling shows that efforts which amplify polarization within Taiwan’s society 
undermine trust in government and institutions, and sow conspiracy theories 
that have flourished among a large segment of the voting public.27 

To better understand how our future individual and coalition efforts must 
evolve, Doublethink Lab conducted a representative poll in Taiwan in the last 
week of the election campaign. This poll asked voters if they changed their vote, 
for whom they were voting, and why they decided to change their vote. The 
reason most commonly cited by voters who changed their vote and did not vote 
for the governing party was a conspiracy theory that government corruption 
delivered unsafe vaccines to the population. Similar to many effective FIMI 
campaigns, this campaign involved a mixture of domestic and foreign efforts, 
with the PRC playing a significant role in amplifying domestically-seeded 
stories.28 

The Taiwanese experience suggests that coalitions 
for information integrity can be powerful tools for 
countering FIMI.
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The problems Taiwan faces are not unique, with similar stories of decreasing trust, 
increasing polarization, and democratic backsliding emerging around the world. What 
can civil society elsewhere learn from Taiwan about how information integrity coalitions 
help to better confront FIMI? We offer three core principles outlined below that we 
believe are critical for information integrity to thrive across various contexts.

Articulate a Long-Term Vision 
for Information Integrity

Participation in coalitions can be costly. Such an effort often falls outside of remunerated 
project work and building the necessary political will can be challenging. It is critical 
that local civil society takes the lead in articulating a vision of a healthy information 
environment, or at the very least of an information environment in which citizens are 
more resilient to FIMI. Only under such a vision can a shared purpose take hold among 
diverse prodemocratic organizations—many of whom may be political competitors. The 
development of such an innovation must include an appropriate range of stakeholders, 
extending beyond civil society to include locally-relevant combinations of actors from 
other fields including: academia, the legal community, and democratic governments, 
among others. Finally, those involved in crafting new coalitions should consider how 
they might exist beyond a given election cycle. 

PRINCIPLES FOR 
SUCCESSFUL COALiTIONS
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Bolster Information-Sharing Mechanisms 
for Monitor-and-Report Efforts

Identifying potential FIMI incidents early is the foundation for timely responses—
such as communications campaigns, fact-checks, pre-bunking, or disruptions—
and can be achieved by deepening information-sharing mechanisms. A leading 
example of information-sharing across diverse partners comes from Ukraine, where 
preparedness, the use of new technologies (including artificial intelligence), and close 
cooperation among democratic partners have helped in the fight against Russian FIMI 
about the ongoing full scale-invasion.29

There is work to be done in fleshing out exactly how information-sharing 
mechanisms should work, particularly at the interface between government and 
civil society. It is helpful to have a designated organization that is accepted by 
all participants as an unbiased voice that can manage coordination, facilitate 
communication, and ensure smooth operations within the coalition. In Taiwan, it 
would be helpful to designate such an interlocutor that could then help civil society 
to aggregate and channel requests and correspondence. The government would 
then need to deal with only one organization instead of many. From the perspective 
of civil society organizations, one extra degree of separation between themselves 
and the government may help to de-fang potential charges of government 
influence. Governments committed to democracy may prove powerful allies if 
engaged in appropriate ways to address information manipulation behaviors 
through policy, increasing societal resilience through media literacy programs 
in education systems and tackling organized criminal groups that engage in 
information manipulation with greater frequency. As mentioned above, any 
information-sharing mechanism will need common language and a common data 
model, such as the OASIS STIX model, which has been borrowed from cybersecurity 
and is gaining traction in the information integrity community.

Strengthen the Strategic Communications 
Capacity of Emerging Coalitions

Fact-checks, pre-bunking, and communications need to be directed at key 
audiences using effective strategic communications practices that are driven 
by data and audience understanding. The findings of Doublethink Lab’s election 
survey in Taiwan suggest we are not reaching key audiences with reliable 
information about FIMI. A “spray and pray” approach in our communications is 
inadequate. Simply “putting the facts out there” in our own echo chambers is not a 
sufficient response. A more proactive, strategic response requires understanding 
the vulnerabilities and media consumption habits of crucial audiences. The 
precise contours of such coalition-oriented responses is a work in progress, 
but there are already promising efforts taking shape in places such as in the 
Philippines and Kenya, where organizations are building networks of like-minded 
content creators to amplify fact-checks, share high-quality information, and build 
democratic values.30



15 Collaboration to Meet a New Moment

Faced with the challenge of coordinated and adaptive authoritarian adversaries 
in an increasingly complex and fragmented information environment, those who 
value democracy must increase their coordination by building information 
integrity coalitions. By strengthening the foundations of monitoring and reporting, 
creating efficiencies and synergies, and increasing our own rate of learning and 
information-sharing, we can close the gap.

Although many stakeholders agree that coalition-building is desirable, sustained 
and effective systematic cooperation still faces challenges. We can start by 
crafting a shared strategic vision in which monitoring and reporting work goes 
beyond mere “autopsies.” This effort should inform broad civil society-driven 
information campaigns to reach key audiences proactively, elevate high-quality 
information, promote democratic values, and encourage action from industry 
and government. Information manipulation by authoritarians is a complex but 
inherently solvable problem. We must roll up our sleeves and get to it, together.

Collaboration to 
Meet a New Moment
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